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Software Defined Networks (SDN)

In Software defined networking (SDN) network control is decoupled
from forwarding (physical infrastructure) allowing:

Centralization of control

Direct programmability of devices Application

Flow based control Layer _ - _

Vendor neutrality

A range of network services || control
can be supported on the Layer
substrate network driven by the

applications.
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Energy Minimization with SDN

SDN can provide dynamic and elastic network adptation to changing
traffic, application, and user demands

It can help avoid network resources overprovisioning by dynamically
scaling provisioned resources.

This can lead to efficient resource utilization and energy saving.
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Network Virtualization

Virtual Links
5 2
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VN
Request Request Request

Embedded
Node

Data
Center

Router
Aggregation
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Solution to the current ossifying forces of the Internet
Allows the existence of several heterogeneous networks in one physical network

Enabler of Energy Savings through resource consolidation



Network Power Consumption

Power consumption of router ports:

Z PR - (Qm + Z Wm,n>

meN NENy,

Power Consumption of transponders:

z Z PT - Wiy

MEN NEN,y,

Power Consumption EDFAs:

z z PE -EAmn Fnn Amn

meN neN;,

Power Consumption of Optical Switches:
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MmeN

Power Consumption of multi/demux :

z PMD - DM,,

Total Power Consumption

Energy Inefficient Data Centre Power
Profile

Peak

182500

Power in Watts

56000,

ldle
Power

Data Centre Utilization 100%

v,S
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_ |Pite + - CPU,” if the data centre at b is ON
0, otherwise

The power consumption of data centers is given as:
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MILP Model for EEVNE

Objective: Minimize
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Real Time Energy Optimized Virtual Network Embedding (REOVINE)
Heuristic
Obtain the lg;;pdhw(i}; [Ef :/ withaits CPU and

Group unconnected nodes together to avoid embedding
connected nodes in the same substrate node

Determine the number of candidate substrate nodes that can
accommodate a request

¥
l Select a group of virtual nodes to embed ]-—

Sort substrate nodes according to CPU (ascending order).
Select one with least CPU as candidate for group of nodes

in substrate nodes

Remove candidate node from l

Update available CPU capacity
list
L)

Yes

More
candidate
substrate
nodes?.

Sufficient CPU
for group of
nodes in

candidate?

Embed the group of nodes of VNR in the candidate
node No

All groups
Embedded?

Yes
Route the bandwidth demands on the links between the

C nodes using the minimum hop algorithm

Capacity of links in the
b sufficient to
route demands of VNR?

NO

[ Embed the whole VNR and compute the power consumption ]
Reject |

All VNRs
Processed?
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Performance Evaluation

Each node hosts a small data centre with 500 Servers.

 The number of nodes in a single virtual network request is *
uniformly distributed between 2 and 6.

« The CPU demand of nodes in the virtual network request -
is uniformly distributed between 2% and 10% of the total
CPU resources in the data centre.

: _ _ Substrate Network (NSFNET)
 The BW on the links of the virtual network request is also

uniformly distributed between 10Gbps and 130Gbps.

Input Parameters

The CostVNE Model Objective [1] Distance between two neighboring EDFAs 80 (km)
Number of wavelengths in a fiber (W) 32
minimize Z Z W, . Number of Fibers per link (F, ) 1
EN ey, Capacity of each wavelength 40 (Gbps)
Power consumption of a transponder (PT) 73 (W)
The VNE-EA Obijective [2] Power consumption of a single router port (PR) 1000(W)
Power consumption of an EDFA (PE) 8 (W)
minimize Z oy + Z z Brmn Power consumption of an optical switch (PO) 85 (W)
MEN:NOp=0 TMEN NEN L0 =0 Power consumption of a multi/demultiplexer (PMD) [ 16 (W)
. . - Dell Server full load power consumption 365 (W)
where Om and fi,y are bmary varlablg to |n.d|cate Dell Server idle power consumption 112 (W)
the active nodes and links, respectively in the - -
Data Centre idle power consumption (500 servers) | 56000 (W)
substrate network

[1] Houidi, L., et al., Vrtual network provisioning across multiple substrate networks. Comput. Netw., 2011. 55(4): p. 1011-1023.
(2] Botero, J.E, et al., Energy Efficient Virtual Network Embedding. Communications Letters, IEEE, 2012. 16(5): p. 756-759. 12



Network Power Consumption Vs No. of Requests

000 ostVNE [P ‘ ‘ ' ‘ ‘

900| *—VNE-EALP
—+—EEVNE LP
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300+

2001
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Network Power Consumption |
Al AR
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No. of Requests

The EEVNE model saves 60% (Maximum)
of the overall power consumption compared
to the CostVNE model (20% Average).

The EEVNE model saves 9% (Maximum) of
the overall power consumption compared to
the VNE-EA (3% Average).

The REOVINE heuristic approaches the EE-
VNE model in terms of the network power
consumption.
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Energy Inefficient Data Centre

Power Consumption in Data centres Vs No. of Requests
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Energy Inefficient Data Centre

No of Accepted Requets Percentage of Activated DCs Vs No. of Requests
T T T T T T T

(1)
o

—e—CostVNE LP
—+—VNE-EALP

| | ~+EEVNELP
T T T IR, ——REQVINE
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,,,,,,,,,,,,,,,,,,,,,,,

Accepted Requests
S S S S S
(4] [e>] ~ [o-] o
T T T T T
| | | | |
| | | | |
| | |
| | |
Il Il Il
% of DCs Activated
—_ [ (&) o on [=3] I oo w
L) [ ) L) L) [ ) [ ) [ [ ) [ )
< T T T T T T T

| | | | | | | | |
5 10 520 %5 30 3B 40 45 50
No. of Requests
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CostVNE VNE-EA EEVNE REQVINE

« The CostVNE model accepts all the + Cost model activates more data
requests because it uses the centres at Low Loads than the
wavelengths efficiently. EEVNE, VNE-EA model and

EOVNE heuristic.

 The worst performer in this case is

the VNE-EA Model.  The VNE-EA model activates more
DCs as the load increases in the
Network. 14



Load

| High bandwidth and high ©
Vdemwmmwmmmwmmw |

Distribution

% of data center capacity)

Low bandwidth high CPU | CPU (9% to 10% of data center capacity)

demands (Load 4) Processing

Bandwidth demand (10Gb/s to 15Gb/s)

] [ o
(=] o o

Accepted Requets

—_
(=]

(=]

CostvNE

Processing

Browsing

EEVNE Video Streaming

Gaming

Loads

Number of Accepted Requests

Powd in kW

Power in kW
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Embedding of VNRs of Non Uniform Load Distribution
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Energy Efficient Data Center

182500 |- = — -

ppvs — |- CPU,” if the data centre is ON !
— Staircase

b O, OtheT'Wise Power Profile l
£ !
: |
i
3 :
: : |
The power consumption of data centers is . i
iven as: . o :
] W ) e
V.S QUS| _ :

Sj S“ S“ CPUb 5b H Data Center Utilization 100%

bEN veV seRr

Energy Efficient (EE) Data Centre
Power Profile

» Only the servers needed to serve a given workload are activated.



1200 T T T T

Network Power Consumption Vs No. of Requests

—o—CostVNE LP
—+—VNE-EALP
—+—EEVNE LP

1000

Power in kvW
O
s

Network Power Consumption

| |
0 5 10 15 20 25 30
No. of Requests

« Power savings only occur in the
network making the CostVNE the

most energy efficient.
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* VNR are star topologies with the master node in the center and protection or load

balancing nodes connected to it.

« The number of master nodes located in a substrate node is proportional to its

population.

* We consider a scenario where we embed 15 virtual network requests and evaluate

EEVNE with Location and Delay Constraints

the power consumption versus an increasing load of CPU and bandwidth.

* Node consolidation factor («a) is a measure of how many nodes of a VNR can be

embedded in the same substrate node.

* A maximum propagation delay of 7.5ms is allowed.

Load CPU Percentage Workload | Link Bandwidth
Distribution Distribution

1 1% - 5% 10Gbps — 40Gbps

2 3% - 7% 20Gbps — 50Gbps

3 5% - 9% 30Gbps — 60Gbps

4 7% - 11% 40Gbps — 70Gbps

5 9% - 13% 50Gbps — 80Gbps

6 11% - 15% 60Gbps — 90Gbps

7 13% - 17% 70Gbps — 100Gbps

8 14% - 19% 80Gbps — 110Gbps

Master Node Locations

18



EEVNE with Location and Delay Constraints
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2000 T T
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« EEVNE saves 18% over CostVNE - ComE LD g At

./ -
-%-CostyNE LD @ Alpha=4 o B

—_ 0 — -#CostVNE LD @ Alpha=5 P
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 For the EEVNE the transition from
a=1 to a=2 saves 10% subsequent
increases in « have smaller
savings.
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EEVNE with Optimal Data Centre Location

Node 6, Optimal single DC location

550 “
[_]Power Consumption under bypass

Il

" [ Il Power Consumption under non-bypass

©w Lo o+
(=] Ch (=]
[=] (=] [=]

ot
(=]

Power Consumption in kW
2 0N
(=]

[+,
[=]

10

[=]

[+,
[=]

5 6 7 & 9 10 11 12 13 14
Naode ID

[=]

» 45 Clients distributed over all the 14 nodes based on population.

* With a single DC: 26% and 15% power saving for non-bypass and bypass

approaches, respectively compared to the worst possible location. o1
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Power Consumption in kvv

nodes (1, 6, 8, 9 and 11)

300 i\l

I Power Consumption under non-bypass

[ ] Power Gonsumption under bypass

Optimal DC locations under bypass
nodes (1, 3, 6, 8 and 9)
200+ -
150 -
100+ -
50t .
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EEVNE with Optimal Data Centre Location

Optimal DC locations under non-bypass

Optimal DC locations
nodes (3, 6, 7 13 and 14)

(%)

o

[=3
T

(=1
(=1
T

33
<
T

~

[=3

b=
T

[

Power Consumption in kv
=]
T

Data Centre Locations

Five DCs Optimal Locations at a=5

43% and 55% power saving for
non-bypass and bypass
approaches, respectively compared
to the worst possible locations.

Power Consumption under non-bypass

T )
|)/ [ IPower Consumption under bypass

1261011 12357 3671314 168911 13689 126811 4571314 2451013

Data Centre Locations

Five DCs Optimal Locations at a=1

19% power savings under the non
bypass approach.

Under bypass at a=1, the power
consumption
regardless of the location of the
data centres.

IS the same
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EEVNE with Optima

DC Size at a=5

35

[ Data Centre Size under non-bypass
[Data Centre Size under bypass

(X}
=3
T

Data Centre Normalized Size

Data Centre Locations

«DCs 1 and 6 have highest
concentration of VMs under non-
bypass

«DCs 6 and 9 have highest
concentration of VMs under bypass

Data Centre Location

DC Size at a=1

30

(]
(33
T

[}
[=3
T

Data Centre Normalized Size
<‘D wn

w
T

(=3

" | [_JData Centre Size under non-bypess
I D=t Centre Size under bypass

6

7 13 14
Data Centre Locations

« DC 6 has highest concentration of
VVMs under both non-bypass and

bypass

« Even distribution of VMs across all

DCs
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VNE in Optical OFDM Networks

50 GHz ITU WDM bandwidth

=
>

5 GHz orDM [* x
subcarrier
bexdwiath / « The maximum line rate for an OFDM

transponder LR ax IS:

/ W“ \ 5(GHz)x3(Bits/Hz)x8=120Gb/s.

2 3 4 5 6 7T 89 10

< P -
-« > »

Data bandwidth Guardband

Spectrum utilization of WDM networks and optical
OFDM based networks

80W 21W 21 W 25W 80 W
I I I | | I
% g Fibre Link % s|s g
Optical . Optical =
n.t.sum_.ﬁ Z 2 r'l'rusmitter+> Receiver :% = é % £ || Data Stream

) = Module Module = E g

3 3 £ ?

o &

Block diagram of a typical optical OFDM communication system
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VNE in Optical OFDM Networks

Power consumption of O-OFDM transponders:

YocoSCRe M
> 3 (53 s oon (BreiiEat).
bEN eeN:b+e \ meN neN,, max

Where ALR() is the ALR power profile function

Objective: Minimize power consumption

ZZZCPUZ'S-S;"S-H+Z Z PR Ly,

bEN vEV SER bDEN eEN:b+*e

scke M
+Z Z Z Z xrlii,en ALR 2qeqSCmna Mg ‘Thnax | |+ Z Z PE - EAmpn " Fmn
LRmax

bEN eEN:b#e \ mEN NENy, MEN nENy,

Objective: Minimize spectrum utilization

z Z ZSC,IZ,'%Q vm € N,n € N,,
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Performance Evaluation

Power Consumption of Network Devices

Power consumption of a 100Gb/s WDM transponder | 135 (W)
Power consumption of an OFDM transponder at 200 (W)
maximum line rate LR,

Power consumption per Gb/s of an IP router port 25W/Gb/s
Power consumption of an EDFA 8 (W)

Load Distribution

TPrax Load | CPU Cores Link Bandwidth
Distribution Distribution
1 1-5 10Gb/s — 40Gb/s
: 2 3-7 20Gb/s — 50Gb/s
& 3 5-9 30Gb/s — 60Gb/s
E 4 7-11 40Gb/s — 70Gb/s
£ 5 9-13 50Gb/s — 80Gb/s
g 6 11-15 60Gb/s — 90Gb/s
. 7 13-17 70Gb/s — 100Gb/s
BPSK QPSK 8PSK 8 14 -19 80Gb/s — 110Gb/s

Cubic Power Profile of an O-OFDM Transponder



The Optical Layer Power Consumption

=0~ 0OFDM Power Minimized Cubic
~0~0FDM Spectrum Minimized Cubic
=¥=WDM 100 Gb/s Line Rate

Power Consumption of Optical Layer (W)

Load

VNE of power and spectrum minimized IP over O-OFDM based networks
has saved 63% and 17%, respectively of the optical layer power

consumption compared to VNE in IP over WDM networks .
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Spectral Efficiency

=0—0O-OFDM Power Minimized
=0=0-OFDM
==WDM 100Gb/s Line Rate
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Network Spectral Efficiency (bits/s/Hz)

=
on
-

Load

 The power minimized O-OFDM based network trades optical spectrum for
energy efficiency.
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Summary

We have studied energy efficient virtual network embedding in IP
over WDM networks and developed a MILP model (EE-VNE) and
a heuristic (REOVINE).

Comparing our model to the bandwidth Cost model (CostVNE), a
maximum power saving of 60% (average 20%) is achieved.

Our model has also improved the energy efficiency compared to
the VNE-EA model as a result of its ability to consolidate the use
of data centres while optimizing the use of wavelengths.

Under the energy efficient data centre power profile, savings only
occur in the network causing our EE-VNE to minimize the use of
network bandwidth.
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Summary

Allowing node consolidation by removing geographical redundancy
constraints significantly reduces the power compared to embedding
with full geographical redundancy.

The selection of a location to host a data centre is governed by two
factors: the average hop count to other nodes and the client
population of the candidate node and its neighbours.

Compared to VNE in conventional IP over WDM networks, VNE
over power and spectrum minimized IP over O-OFDM networks has
outperformed the VNE in a 100 Gb/s IP over WDM network with
average power savings in the optical layer of 63% and 17%,
respectively.
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